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Abstract 
 

Mobile devices are increasingly equipped with multiple sensors and computational power 

to support applications that offer the possibility for citizens to contribute to crowdsourced 

projects involving the geolocation of individuals or events. However, the quality of the 

collected data may have impact on the usefulness of the data for specific projects. In this 

paper, the quality of GNSS-based positioning and compass-based orientation data collected 

by several mobile devices are assessed and compared. The aim is to determine the impact 

that the expected errors may have on the data con-tributed by citizens to report wildfires 

with an app that is under development and identify which approaches are more likely to 

provide a more reliable geolocation of the observed events. Tests were made with several 

types of mobile devices regarding the quality of positioning with the embedded GNSS 

receiver and the compass orientation. Results showed that, even though outliers may occur, 

errors in geolocation were of several tens of meters and these may vary during the 
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measurements. On the other hand, errors associated with the compass measurements may 

be of tens of degrees and have a systematic nature, which raises more problems when using 

these data for the geolocation of critical events, such as wildfires. 

Keywords: Data quality; Mobile devices; GNSS-receiver; Compass digital measurements 

1. Introduction 

In the advent of smartphones and tablets, the development of mobile applications has made 

possible inexpensive solutions to various problems. Moreover, fast prototyping of autonomous 

vehicles controllers and/or algorithms for multi-agent networks of mobile robots can resort to 

sensor data gathering supported by smartphones. In particular, Global Navigation Satellite 

System (GNSS) receivers and digital compasses or magnetometers provide the necessary 

information for sensor fusion for an inertial navigation system to be used in applications such 

as: navigation [1], georeferencing content [2], robotic formations [3,4], crowdsourced data 

mobile applications [5], among others. However, the quality of the collected data is a key point 

for several of these applications. 

It is known that the quality of positioning with GNSS receivers is dependent on several aspects, 

including the type of receivers used (e.g., mono-frequency or double frequency, number of 

channels, etc.), the number and geometry of the GNSS satellites constellation used to determine 

the location (assessed with the several aspects of Dilution Of Precision - DOP), the atmospheric 

effects (mainly the effects of the troposphere and ionosphere) and the effect of the surrounding 

area (e.g., buildings, trees or water) that may generate signal blocking or reflections and the 

multipath effect (e.g., [6–8]). The effects of all these factors may range from a few centimetres 

to hundreds of meters, de-pending on the devices, measurement conditions and location. Single 

and now also double frequency receivers are available in smartphones, and raw data may be 

retrieved from the GNSS chipsets in these mobile devices. Therefore, not only code pseudorange 

but also carrier phase and Doppler GNSS measurements are now accessible, which can be 

processed in real time or post-processing (e.g., [9–11]). 

Several authors investigated the accuracy and precision of positioning with smartphone GNSS 

receivers. High accuracies and precisions, in some cases comparable to high quality GNSS 

receivers, have already been reached, even though improvements still need to be done to 
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decrease the effects of the known error sources. For example, Liu et al. [12] proposed a method 

based on real-time regional ionospheric model retrieved from dual-frequency GNSS observation 

data (obtained through CORS – the regional Continuously Operating Reference Stations) to 

invert the ionospheric model, to correct the GNSS positioning error, and to transmit results to 

the smartphone so as to achieve re-al-time ionospheric correction. Results showed that the real-

time regional ionospheric model can in fact significantly improve positioning accuracy of 

smartphones, especially in the elevation direction; if compared to Klobuchar model, the 

improvement effect is more than 34%, and the real-time regional ionospheric model also 

shortens the convergence time of the elevation direction in 1 min. Uradzinski et al. [13] 

investigated the positioning accuracy resulting from the carrier phase ambiguity fixing results 

using the du-al-frequency GNSS receiver available in the Huawai P30 pro smartphone. 

Commercial post-processing software was used for data processing. The obtained results 

reached centimetre accuracy. Dabove et al. [10,14] also compared the accuracy and precision of 

positioning with smartphones and an external GNSS receiver, considering several posi-tioning 

methods, both in real-time and post-processing. In [10] the authors concluded that with the 

external GNSS receiver precisions and accuracies of a few centimetres were obtained, while 

these were worse with the smartphones, reaching a few meters in some cases, due mainly to the 

measurements noise. Specht et al. [15] analysed the accuracy of the dynamic positioning of six 

Samsung Galaxy smartphones during vessel manoeu-vring. The telephone positions collected 

were compared to those of precise GNSS re-ceivers, using corrections from an active geodetic 

network with an accuracy of 2–3 cm (with p = 0.95). The accuracy statistics for each of the 

phone models were defined based on approximately 10,000 positions. The study indicates that 

there are significant differences in the accuracy of positioning as performed by the models in 

question. Merry and Bet-tinger [16] studied the relative positional accuracy in an urban 

environment, during two seasons of the year, two times of day, and two perceived WiFi usage 

periods, using an iPhone 6 device. The average horizontal position error seemed to improve with 

the time of day (i.e., in the afternoon) and during the leaf-off season. Guo et al. [11] assessed 

the characteristics of raw multi-GNSS observations from Xiaomi Mi 8 smartphone under static 

open and dynamic complex environments, not only in terms of Carrier-to-Noise ratio, 

pseudorange noise, and carrier phase observations, but also the approximate percentage of 

pseudorange gross errors and carrier phase cycle slips. Given the frequent signal interruptions 
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and carrier phase cycle slips of raw Xiaomi Mi 8 observations under a complex navigation 

environment, those authors proposed an improved time-differenced navigation algorithm using 

raw dual-frequency multi-GNSS measurements from the smartphone. Kinematic experiments 

were undertaken in both open-sky and GNSS-degraded environments; the proposed time-

differenced positioning filter was as-sessed in terms of the positioning accuracy and solution 

availability. Results in open-sky environment, assisted with L5/E5 observations, showed that 

the root mean square of the stand-alone horizontal and vertical positioning errors were about 

1.22 m and 1.94 m, respectively, with a 97.8% navigation availability; furthermore, in a GNSS-

degraded environment, smooth navigation services with accuracies of 1.61 m and 2.16 m in the 

horizontal and vertical directions were obtained by using multi-GNSS and L5/E5 ob-servations. 

In addition, [17] showed that for two iPhones 4 and Samsung Galaxy Nexus, the mean location 

and compass errors are 10 to 30 meters and 10 to 30 degrees, respec-tively. In this paper, we 

aim to further demonstrate the error characteristics of these inbuilt sensors. 

In the realm of robotics, the work of Olivieri de Souza and M. Endler [18] proposed a mobile 

phone centered control for an autonomous aerial vehicle, where sensor infor-mation was used 

along with the communication capabilities for the task of coordinating a formation of 

quadcopters. The study reported in this paper is relevant in the sense that exposes sensors 

(compass and GNSS receivers) limitations, not only in terrains having large structures, natural 

bodies of water, where the errors are known to be larger, but also in other regions. Having a 

characterization of the error statistics and the knowledge of potential solutions to mitigate them 

is important for other applications, such as those using georeferenced data collected by drones. 

Regarding the magnetic azimuth measured by an inbuilt digital compass, the measurements may 

be influenced by external effects and sensor related noise. The former are related to the effect 

of magnetic fields in the neighbourhood that may influence the measurement, such as the 

proximity of ferromagnetic materials like cars, metallic con-structions, or electrical currents 

(e.g, [7,19]). The sensor noise is related to the quality of the sensor itself and the design of the 

device (i.e., the internal disposition of the hardware). Less studies are available analysing the 

quality of the orientation data collected with smartphones, both regarding bearing and attitude 

[20]. However, some studies show that the sensors installed in smartphone devices, which are 

usually built-in mass production options, may have varying levels of quality, which will 

influence the accuracy and precision of measurements. Systematic errors may exist in the 
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measurements and even drift over time (e.g., [21,22]). Odenwald [23] performed an experiment 

using one device and the measurement of one bearing, and an offset of 3� towards east was 

obtained. Regarding the measurement of a 90� angle, the author concluded that the relative 

bearings (angle measurement) was good to about 1�. Other authors such as in [24] have 

investigated the errors of obtaining the compass reading from GPS signals. It is proposed a 

method to estimate heading and associated errors and shown how to be minimized. However, 

to obtain errors of below 1° it is required to have a longer distance between the two antennas 

receiving the GPS signal, which is not feasible in mobile phones. 

One of the natural fields of application for smartphone-based positioning is low-cost mobile 

mapping systems. As initial studies have shown, smart-devices may be effectively employed in 

such applications [25,26]. Applications requiring the collective effort of citizens along with 

researchers can be tackled using crowdsourcing mobile applications to gather data. Many of 

these projects are available, such as the OpenStreetMap project 

(https://www.openstreetmap.org/), Wikimapia (http://wikimapia.org/) or Geograph 

(https://www.geograph.org/) [27,28]. The project FireLoc (https://fireloc.org/), under 

development, aims at collecting locations of forest fires using crowdsourced data, through the 

triangulation of contributors’ localization and orientation towards the event. GNSS receiver 

takes care of the localization, whereas orientation can be obtained from the built-in digital 

compass. However, a major issue is that noise in the measurements can render the sensor fusion 

algorithm useless if outliers are not accommodated appropriately and the characterization of the 

error dynamics and probability distributions involved are absent. This paper aims at presenting 

a comprehensive experimental test using different mobile devices and the respective 

characterization for FireLoc system. However, the obtained results may also be of use for robotic 

applications alike. 

In this paper, we investigate the variability of the geolocation and bearing errors when measured 

at the same location with different mobile devices. Two different ex-periments were set up and 

made at four sites. A statistical analysis of the geolocation and orientation errors was made. 

Results showed that outliers occurred both in the geolocation and orientation, however different 

devices showed to have different levels of reliability. The magnitude of the obtained geolocation 

errors showed to be less problematic than the orientation error when these data are to be used in 

crowdsourced projects, such as the FireLoc project, where the aim is to geolocate observed 
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events based on the geolocation of several observers and the bearings measured when facing the 

event. 

The remainder of this paper is organized as follows. The equipment used in the experiments is 

presented in Section 2, as well as the performed tests. The main results are presented in Section 

3, and these are discussed in Section 4. Section 5 concludes with some final remarks and 

directions of future work. 

2. Materials and Methods 

In this chapter, we describe the equipment used in this study, as well as the adopted 

methodology, which involves two experiments ran in four points located at two different areas. 

2.1 Equipment 

Five different mobile devices were used in the tests performed. Four smartphones with different 

brands and models and a Tablet. The device's characteristics are listed in Table 1, along with 

the version of the operating system used. 

Table 1. Equipment used in the experiments. 

Brand Model Version of operating system 
Samsung Galaxy A70 SM-A705FN/DS Android 10 
Huawei  VFD 600 Android 6.0.1 
Samsung Galaxy Tablet S5e SM-T725 Android 9 
ASUS Zenfone 4 Selfie Pro ASUS_Z01MD Android 7.1.1 
Nokia 8 TA-1004 Android 9 

 
No particular strategy was considered in the selection of the used devices, as the aim was to 

assess the variability of the collected data using devices with different characteristics. However, 

only devices with the Android operating system were used, so that the same compass app could 

be used in all measurements. The app used was the basic version of the Digital Compass melon 

soft, made available by Google Commerce Ltd. since 2015. The functions available in this app 

include [29]. 

• The display of the True or Magnetic North direction and the angle between the device 

orientation (heading) relative to either one, which are called, respectively, the true 

bearing and the magnetic bearing; 

• Display of the latitude and longitude of the device location. 

An analogue compass was also used to measure the magnetic bearings. 
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2.2. Experiment description 

Two experimental procedures were set up - Experiment 1 and Experiment 2 - to assess: 1) the 

accuracy of the coordinates obtained in several locations with the GNSS receivers embedded in 

the mobile devices; 2) the accuracy and precision of the bearings provided by the mobile 

devices; and 3) how the positioning errors may affect the bearing computation using the 

coordinates of two or three points aligned along the direction whose bearing is to be computed. 

Both procedures were tested in several locations using the mobile devices presented in 

Subsection 2.1. All location measurements consist of the geographical coordinates latitude (𝜑) 

and longitude (𝜆) in the geographical reference system WGS 89 (World Geodetic System 1989), 

which were then converted to projected coordinates (XP, YP) in the reference system PT-TM06 

ETRS89 (EPSG code 3763). The orientation measurements where the true bearings expressed 

in sexagesimal degrees (°). 

2.2.1. Experiment 1 

Experiment 1 consisted in placing the mobile device in only one location P each time the 

experiment was made. The coordinates (XP, YP) of point P were measured 20 times, changing, 

between each measurement, the heading of the device between orientations O1 and O2, which 

are perpendicular to each other (see Figure 1).  

 
 

(a) (b) 

Figure 1. Illustration of Experiment 1: (a) The coordinates of the point P are registered as well 

as the true bearing of the orientation O1 - B(O1); (b) The coordinates of point P are measured 

and registered again, as well as the true bearing of the direction O2 - B(O2). Directions O1 

and O2 are known to be perpendicular. 

Orientation O1

Fixed location
P (XP , YP)

North

B(O1)

Orientation O2

Orientation O1

Fixed location
P (XP , YP)

North

B(O1)

!

B(O2)
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The magnetic bearings of these orientation were measured with the mobile devices and the 

analogue compass. This procedure enabled the computation of angle 𝛼 with equation (1), where 

B(O1) and B(O2) were, respectively, the measured bearing of the orientation O1 and O2. As 

orientations O1 and O2 are perpendicular, angle α should be approximately 90°. 

𝛼 = 𝐵(𝑂!) − 𝐵(𝑂"). (1) 

If no measurement errors existed, all 20 measurements of (XP, YP) should be equal, as well as the 

bearings corresponding to the orientations O1 and O2 (10 measurements of each bearing). The 

angle α computed using the bearings measured with the analogue and the digital compasses 

should also be equal. 

2.2.2. Experiment 2 

Experiment 2 consisted of sequences of four measurements in three aligned locations PCentral, 

PForward and PBackward, which were repeated 5 times, generating the measurements of the location 

(Xi, Yi) of points Pi, where i=1,…,20 (see Figure 2). 

 
Figure 2. Illustration of Experiment 2. 

The orientation of the device was maintained in all measurements, and the bearing B(Pi) (with 

i=1,…,20) registered. In this procedure, the coordinates (Xi, Yi) and orientation at PCentral were 

measured 10 times (points Pi, with odd values of i), while the coordinates and bearing at the 

extreme points, PForward and PBackward, were measured 5 times each. 

If no measurement errors existed, all bearing measurements within this experiment for each set 

of points PCentral, PForward and PBackward should be equal, as the orientation was kept unchanged, and 

North

B(Pi)North

B(Pi)North

Orientation of interest

P2 = P6 = P10 = P14 = P18

P1= P3= P5= P7= P9= P11= P13= P15= P17= P19

P4 = P8 = P12 = P16 = P20

B(Pi)
PCentral

PForward

PBackward
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the coordinates obtained for each of the points PCentral, PForward and PBackward should also be the 

same. 

2.3. Observation sites 

The tests made with Experiments 1 and 2 were repeated in several locations with several mobile 

devices. In some cases, the devices were in flight mode, to determine if the on/off state of the 

communication equipment could have some influence over the obtained results. The chosen 

points were located in two different areas described in subsubsections 2.3.1 and 2.3.2. As one 

of the aims of this study is to assess the variability of the measurements made by citizens when 

contributing with data to projects relying on their contributions, the selected locations do not 

have particularly good or bad environmental conditions for these types of observations. 

However, no points were selected close to water bodies, between buildings or trees, as it is 

known that these may have large influences over the quality of positioning due to either 

multipath or signal blocking [9,23,25]. 

2.3.1. Study Area A 

Study area A is located in Pole II of the University of Coimbra (UC), close to the Department 

of Civil Engineering. Figure 3 shows the area and its surrounds, as well as the location of the 

selected points UCCentral, UCForward and UCBackward.  

 

 
Figure 3. Study area A and points UCCentral, UCForward and UCBackward. 

UCCentral

UCForward UCBackward

Source: Google Maps 3D view

Basemap: WFS service of the Portuguese “Direção Geral
do Território“ 25 cm orthophotos
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The reference coordinates of these points were extracted from an orthophoto with a spatial 

resolution of 25 cm, made available by the Portuguese national mapping agency “Direção Geral 

do Território” (DGT) through a Web Feature Service (WFS) [30]. Table 2 shows these 

coordinates, in the reference system PT-TM06 ETRS 89 (EPSG code 3763). 

2.3.2. Study Area B 

Study area B is located near the Aerodrome (A) of Cernache. Figure 4 shows the area and 

its surrounds, as well as the location of the three sets of points AiCentral, AiForward and AiBackward (i 

= 1,2,3) used in this analysis. The reference coordinates of these points (shown in Table 2) were 

also extracted from the orthophotos with a spatial resolution of 25 cm made available by DGT. 

All the measurements made at points A2Central, A2Forward and A2Backward were made with the 

mobile devices in flight mode, to assess if that might have any influence over the obtained 

results. 

 

Figure 4. Study area B and points AiCentral, AiForward and AiBackward (i = 1,2,3). 

  

Source: Google Maps 3D view

Basemap: WFS service of the Portuguese “Direção Geral
do Território“ 25 cm orthophotos

A1Central
A1Forward

A1Backward ≡ A2Forward

A3Central
A3Forward

A3Backward

A2Central

A3Forward

A2Backward
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Table 2. Reference coordinates of the points used in the experiments (reference system: EPSG 

code 3763). 

Study area Point X (m) Y (m) 

Study area A 
UCCentral -24000.78 57443.88 
UCForward -24022.15 57443.86 
UCBackward -23981.50 57443.88 

Study area B 

A1Central -28447.35 54250.04 
A1Forward -28452.56 54247.84 
A1Backward -28425.33 54260.06 
A2Central -28430.83 54271.08 
A2Forward -28425.33 54260.06 
A2Backward -28433.84 54277.41 
A3Central -28499.61 54355.73 
A3Forward -28509.59 54350.99 
A3Backward -28491.16 54360.03 

 

2.4. Assessment of the geolocation accuracy and precision 

To assess the accuracy and precision of the geolocation measured n times with the mobile 

devices in Experiments 1 and 2 at each point P, the distance 𝐷(𝑃, 𝑃#) between the coordinates 

obtained at measurement j (XPj, YPj) (for j = 1,…,n) and the reference coordinates (XP, YP) (listed 

in Table 2) where computed using equation (2). 

𝐷(𝑃, 𝑃#) = ./𝑋$# − 𝑋$1
! + /𝑌$# − 𝑌$1

!. (2) 

Then, for the n repeated measurements of the location of point P, the mean 𝐷(𝑃, 𝑛)5555555555 of the 

obtained distances 𝐷(𝑃, 𝑃#) was computed with equation (3), which provides information about 

the measurement’s accuracy. 

𝐷(𝑃, 𝑛)5555555555 =6
𝐷(𝑃, 𝑃#)

𝑛

%

#&"

. (3) 

The minimum, the maximum and the standard deviation 𝑆𝐷[𝐷(𝑃, 𝑛)], computed using equation 

(4), provide information about the precision of the measurements. 

𝑆𝐷[𝐷(𝑃, 𝑛)] = :∑ /𝐷/𝑃, 𝑃#1 − 𝐷(𝑃, 𝑛)55555555551!%
#&"

𝑛 − 1 .	 (4) 



 12 

The analysis of the results was made by mobile device, number of repeated measurements n and 

observed points of study areas A and B. 

2.5. Assessment of orientation accuracy and precision  

This analysis was made with two approaches, the first aimed to assess the accuracy and precision 

of the bearings measured with the digital compasses when compared with the values obtained 

with an analogue compass. The second aimed to assess if, even though systematic errors may 

exist in the bearings measured with the digital compass, these were kept relatively stable, so that 

the difference between two measured bearings is similar to the real angle a computed with 

equation (1) in Experiment 1 when measured with the analogue compass (𝛼'%()*+). 

2.5.1. Orientation variability 

For Experiment 1 described in section 2.2.1, for each considered point and equipment, the means 

(𝐵(𝑂")55555555 and 𝐵(𝑂!)55555555) and the standard deviations (𝑆𝑇𝐷[𝐵(𝑂")] and 𝑆𝑇𝐷[𝐵(𝑂!)]) of the measured 

bearings for orientations O1 and O2 were computed. Then, the difference (𝐵,-..) between the 

bearings measured with the analogue compass (𝐵'%()*+(𝑂") and 𝐵'%()*+(𝑂!)), and the mean 

value obtained for each orientation was computed (see equation (5), where m is equal to 1 or 2). 

This enabled the assessment of the accuracy of the bearings measured with the digital 

compasses. 

𝐵,-..(𝑂/) = 𝐵'%()*+(𝑂/) − 𝐵(𝑂/)555555555. (5) 

To assess the magnitude and variability of 𝐵,-.. by mobile device, the mean (𝐵,0..(𝑂/)5555555555555), and 

standard deviation (𝑆𝐷(𝐵,-..(𝑂/))) of the values obtained with the measurements made in all 

considered points and with all devices was also computed, as well as the minimum and 

maximum of their absolute values. 

For Experiment 2, the variability and accuracy of the bearing measured with each mobile device 

at each location was assessed by computing the mean (𝐵5) and the standard deviation (𝑆𝐷(𝐵)) 

of the bearings B measured with the mobile devices and the difference 𝐵,-.. computed with 

equation (6), where 𝐵'%()*+ is the bearing measured with the analogue compass. 

|𝐵,-..| = |𝐵'%()*+ − 𝐵5|. (6) 
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2.5.2. Variability of the difference of bearings 

To analyse the accuracy and precision of angle a measured with the digital compasses, a was 

computed for each location considered in Experiment 1, with each mobile device, with the 

successive measured bearings 𝐵(𝑂") and 𝐵(𝑂!). When the process was repeated n times, n 

values ai (i=1,…,n) were obtained. Then, the mean (𝛼5) and the standard deviation (𝑆𝐷(𝛼)) were 

computed. The difference between the mean value 𝛼5 and the magnetic bearing measured with 

the analogue compass (𝛼'%()*+) were computed for all points and all mobile devices using 

equation (7).  

𝛼,-.. = 𝛼'%()*+ − 𝛼5. (7) 

As made for the bearing, to assess the magnitude and variability of 𝛼,-.., the minimum, 

maximum, mean (𝛼,0..5555555) and standard deviation (𝑆𝐷(𝛼,-..)) of the values obtained with the 

measurements made in all considered points and with all devices was computed.  

3. Results 

The results obtained with the measurements made within the two experiences described in the 

previous section are presented separately for the geolocation and orientation. As the aim of this 

paper is not to compare the performance of each mobile device in particular, but how the results 

may change with different devices, the brands and models are ignored and the devices 

represented simply as MDk, with k = 1,…,5. 

3.1. Geolocation 

Figure 5 shows the measured geolocation of all points UCCentral, UCForward and UCBackward with 

Experiments 1 and 2. A total of 150 measurements were made at point UCCentral considering all 

mobile devices and Experiments 1 (100) and 2 (50). The geolocation of points UCForward and 

UCBackward was only measured with Experiment 2, and each point was measured a total of 25 

times when considering all mobile devices used.  
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Figure 5. Geolocation of the real and measured points of study area A: UCCentral obtained with 

Experiment 1 and Experiment 2, as well as UCForward and UCBackward obtained with Experiment 

2. The different colours represent the mobile devices MDk (k = 1,…,5) used to collect the data. 

The same measurements were repeated for location A1, A2 and A3 at study area B, and the 

geolocation of the obtained coordinates are shown in, respectively, Figures 6 to 8.  

From the analysis of Figures 5 to 8 stands out that sometimes a systematic deviation of the 

geolocation in the direction of the nearby buildings (even when the buildings are small, as in 

Study Area B) was observed. This occurred with all mobile devices and almost all points. The 

likely explanation for this effect is the multipath effect that may occur due to the reflection of 

the GNSS signal emitted by the satellites in the nearby buildings. Some outliers can also be 

observed, especially for Study area B (Figure 6(a), Figure 7(a) and Figure 8(a)). 

UCCentral
UCForward

UCBackward
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(a)  (b) 

Figure 6. Geolocation of the real and measured points of study area B: A1Central obtained with 

Experiment 1 and Experiment 2, as well as A1Forward and A1Backward obtained with Experiment 

2. The different colours represent the mobile devices MDk (k = 1,…,5) used to collect the data. 

 

  
(a)  (b) 

Figure 7. Geolocation of the real and measured points of study area B: A2Central obtained with 

Experiment 1 and Experiment 2, as well as A2Forward and A2Backward obtained with Experiment 

1. The different colours represent the mobile devices MDk (k = 1,…,5) used to collect the data. 
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(a)  (b) 

Figure 8. Geolocation of the real and measured points of study area B: A3Central obtained with 

Experiment 1 and Experiment 2, as well as A3Forward and A3Backward obtained with Experiment 

1. The different colours represent the mobile devices MDk (k = 1,…,5) used to collect the data. 

Tables 3 to 5 show, per mobile device and point, the mean (𝐷(𝑃, 𝑛)5555555555), the standard deviations 

(𝑆𝑇𝐷[𝐷(𝑃, 𝑛)]) and the minimum and maximum distances 𝐷(𝑃, 𝑃#) between the measured (𝑃# 

for j = 1,…,n) and the known (P) geolocation of the points, computed with equation (2), for 

n=20 (Table 3), n=10 (Table 4) and n=5 (Table 5), where n is the number of repeated 

measurements per point. 

The analysis of Tables 3 to 5 show clearly the outliers. In Tables 3 and 4 the measurements 

made at point A1Central with the device M2 have much larger errors than all other measurements 

(see also Figure 6(a) – yellow points). A similar behaviour is observed in Table 5 for points 

A1Backward and A1Forward for MD2 (Figure 6(a)), but also at A1Backward for MD1 with an even larger 

maximum distance to the correct location (Figure 6(a) – green point away from the true 

location), and with a smaller deviation for A3Backward with MD2 (Figure 8(a)). This shows that 

the geolocation with smartphones, in some cases, may have errors that may reach more than 

1km (the maximum observed distance was 1.616 km). This was observed with two MD, only 

one time with MD1, but several times with MD2. 

Table 6 shows the mean distance to the reference location 𝐷(𝑃, 𝑛)5555555555 and the standard deviation 

𝑆𝐷[𝐷(𝑃, 𝑛)] by mobile device and points measured with 𝑛 = {20,10,5}. The results show that, 

in general, the more repeated measurements are made the lower is the mean distance to the 
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reference and the standard deviation of the measurements. However, a few exceptions are 

observed, where the differences between the obtained values are very small, and when outliers 

are present. 

The obtained results show that in most cases the mean distance to the reference location is up to 

20 or 30 meters. However, for some mobile devices these values are smaller than 10m. This is 

also observed for the measurements made at location A2, where the measurements were made 

with the mobile devices in flight mode. 

Table 3. Statistical analysis by mobile device MDk (k = 1,…,5) of the distance 𝐷(𝑃, 𝑃#) (in 

meters) between the measured coordinates 𝑃# (with j = 1,…,n) and the reference coordinates of 

P when performing n measurements, with 𝑛 = 20, where 𝐷(𝑃, 𝑛)!!!!!!!! is the mean distance, 
𝑆𝐷[𝐷(𝑃, 𝑛)] is the standard deviation, and 𝑚𝑖𝑛(𝐷(𝑃,𝑃#)), and 𝑚𝑎𝑥(𝐷(𝑃,𝑃#)) are, 

respectively, the minimum and maximum distances obtained. P corresponds to points UCCentral 

and points AiCentral (i = 1,2,3). 

Point Mobile device 𝑫(𝑷, 𝟐𝟎)555555555555 𝑺𝑫[𝑫(𝑷, 𝟐𝟎)] 𝒎𝒊𝒏(𝑫(𝑷, 𝑷𝒋)) 𝒎𝒂𝒙(𝑫(𝑷, 𝑷𝒋)) 
UCCentral MD1 12 10 6.2 35 

 MD2 19 12 4.8 33 
 MD3 21 12 2.8 36 
 MD4 6 9 1.7 31 
 MD5 13 10 4.2 31 

A1Central MD1 27 24 0.4 54 
 MD2 854 571 2.2 1221 
 MD3 11 21 0.8 73 
 MD4 5 12 0.7 55 
 MD5 2 2 0.4 7 

A2Central MD1 3 3 0.5 13 
 MD2 5 4 0.7 12 
 MD3 2 1 0.8 3 
 MD4 4 2 1.5 8 
 MD5 4 1 1.8 7 

A3Central MD1 30 15 0.1 46 
 MD2 9 6 1.9 24 
 MD3 3 2 1.0 6 
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Table 4. Statistical analysis by mobile device MDk (k = 1,…,5) of the distance 𝐷(𝑃, 𝑃#) (in 

meters) between the measured coordinates 𝑃# (with j = 1,…,n) and the reference coordinates of 

P when performing n measurements, with 𝑛 = 10, where 𝐷(𝑃, 𝑛)!!!!!!!! is the mean distance, 
𝑆𝐷[𝐷(𝑃, 𝑛)] is the standard deviation, and 𝑚𝑖𝑛(𝐷(𝑃,𝑃#)), and 𝑚𝑎𝑥(𝐷(𝑃,𝑃#)) are, 

respectively, the minimum and maximum distances obtained. P corresponds to points UCCentral 

and points AiCentral (i = 1,2,3). 

Point Mobile device 𝑫(𝑷, 𝟏𝟎)555555555555 𝑺𝑫[𝑫(𝑷, 𝟏𝟎)] 𝒎𝒊𝒏(𝑫(𝑷, 𝑷𝒋)) 𝒎𝒂𝒙(𝑫(𝑷, 𝑷𝒋)) 
UCCentral MD1 18 11 2.5 39 

 MD2 18 12 4.7 38 
 MD3 21 11 4.1 40 
 MD4 10 8 0.3 38 
 MD5 15 11 0.4 42 

A1Central MD1 33 25 1.4 56 
 MD2 1221 0 1200 1221 
 MD3 14 27 0.5 84 
 MD4 9 23 0.2 75 
 MD5 1 1 0.3 5 

A2Central MD1 4 3 1.5 10 
 MD2 4 6 0.3 19 
 MD3 2 2 0.6 6 
 MD4 4 4 0.7 11 
 MD5 4 2 1.6 9 

A3Central MD1 33 22 0.2 61 
 MD2 8 7 0.8 19 
 MD3 9 10 0.9 36 
 MD4 11 15 0.2 38 
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Table 5. Statistical analysis by mobile device MDk (k = 1,…,5) of the distance 𝐷(𝑃, 𝑃#) (in 
meters) between the measured coordinates 𝑃# (with j = 1,…,n) and the reference coordinates 
of P when performing n measurements, with 𝑛 = 5, where 𝐷(𝑃, 𝑛)!!!!!!!! is the mean distance, 
𝑆𝐷[𝐷(𝑃, 𝑛)] is the standard deviation, and 𝑚𝑖𝑛(𝐷(𝑃,𝑃#)), and 𝑚𝑎𝑥(𝐷(𝑃,𝑃#)) are, 

respectively, the minimum and maximum distances obtained. P corresponds to points 
UCForward or UCBackward and points AiForward and AiBackward (i = 1,2,3). 

Mobile device Point 𝑫(𝑷, 𝟓)5555555555 𝑺𝑫[𝑫(𝑷, 𝟓)] 𝒎𝒊𝒏(𝑫(𝑷, 𝑷𝒋)) 𝒎𝒂𝒙(𝑫(𝑷, 𝑷𝒋)) 
MD1 UCBackward 20 17 2.5 39 

 UCForward 23 12 7.1 36 
MD2 UCBackward 18 17 4.7 38 

 UCForward 12 10 5.0 28 
MD3 UCBackward 32 13 9.8 40 

 UCForward 15 12 4.1 29 
MD4 UCBackward 10 16 1.9 38 

 UCForward 2 1 0.3 3 
MD5 UCBackward 13 17 0.4 42 

 UCForward 3 1 1.3 4 
MD1 A1Backward 348 709 1.4 1616 

 A1Forward 33 25 4.1 51 
MD2 A1Backward 1201 0 1200 1201 

 A1Forward 1226 0 1226 1226 
MD3 A1Backward 18 36 1.3 83 

 A1Forward 13 19 3.2 46 
MD4 A1Backward 27 34 0.2 65 

 A1Forward 18 28 3.3 69 
MD5 A1Backward 1 0 0.3 1 

 A1Forward 5 2 2.0 7 
MD1 A2Backward 6 5 2.4 14 

 A2Forward 6 4 0.9 13 
MD2 A2Backward 7 5 1.0 12 

 A2Forward 27 52 1.7 120 
MD3 A2Backward 5 2 1.5 7 

 A2Forward 6 5 2.0 12 
MD4 A2Backward 5 2 3.8 8 

 A2Forward 3 0 2.5 3 
MD5 A2Backward 6 1 3.9 7 

 A2Forward 3 2 0.9 6 
MD1 A3Backward 23 24 1.8 50 

 A3Forward 19 22 0.2 46 
MD2 A3Backward 115 233 7.9 533 

 A3Forward 6 4 0.8 10 
MD3 A3Backward 9 3 5.9 15 

 A3Forward 4 4 0.9 10 
MD4 A3Backward 4 3 1.8 8 

 A3Forward 2 2 0.2 4 
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Table 6. Statistical analysis by mobile device MDk (k = 1,…,5) of the distance 𝐷(𝑃, 𝑃#) 
between the measured coordinates 𝑃# (with j = 1,…,n) and the reference coordinates of P when 

performing n measurements, with 𝑛 = {20,10,5}, where 𝐷(𝑃, 𝑛)!!!!!!!! is the mean distance, 
𝑆𝐷[𝐷(𝑃, 𝑛)] is the standard deviation, and 𝑚𝑖𝑛(𝐷(𝑃,𝑃#)), and 𝑚𝑎𝑥(𝐷(𝑃,𝑃#)) are, 

respectively, the minimum and maximum distances obtained. P corresponds to points 
UCCentral, UCForward or UCBackward and points AiCentral, AiForward and AiBackward (i = 1,2,3). At each 
cell of the table the values on the left are computed with all observations and the values on the 

right are computed excluding the outliers identified above. 
Mobile 
Device 𝑫(𝑷, 𝟐𝟎)(((((((((((( 𝑫(𝑷, 𝟏𝟎)(((((((((((( 𝑫(𝑷, 𝟓)(((((((((( 𝑺𝑫[𝑫(𝑷, 𝟐𝟎)] 𝑺𝑫[𝑫(𝑷, 𝟏𝟎)] 𝑺𝑫[𝑫(𝑷, 𝟓)] 𝒎𝒊𝒏(𝑫(𝑷,𝑷𝒋)) 𝒎𝒂𝒙(𝑫(𝑷,𝑷𝒋)) 

MD1 18 /  18 22 /  22 60 / 19 13 / 13 15 / 15 102 / 16 0.1 1616 / 61 
MD2 222 / 11 313 / 10 327 / 11 148 / 7 6 / 8 40 / 9 0.3 1226 / 46 
MD3 9 / 9 11 / 11 13 / 13 9 / 9 13 / 13 12 / 12 0.5 84 / 84 
MD4 4 / 4 8 / 8 9 / 9 6 / 6 12 / 12 11 / 11 0.2 75 / 75 
MD5 5 / 5 5 / 5 4 / 4 3 / 3 4 / 4 3 / 3 0.3 42 / 42 

 

3.2. Orientation 

Table 7 shows the variability of the bearing measured with the mobile devices’ compass, 

expressed by the mean and the standard deviation computed with the 10 measurements in each 

direction O1 and O2. The difference 𝐵,-.. between the mean bearings and the bearings measured 

with the analogue compass were computed using equation (5). The results are grouped by 

mobile device, orientation O1 and O2 and observation point.  

The results in Table 7 show that the standard deviation obtained for each orientation, at each 

location by all the devices is relatively small. The largest value is 8.1°, but for 27 out of the 36 

obtained values, it is equal or smaller than 1°. This shows that the repeated measurements in 

most cases did not change much. However, the difference between the mean value and the 

analogue measurement of the bearing in some cases reaches more than 20° (twice with MD2 and 

one time with MD1), achieving a maximum of 27° at A2Central with MD2. 

Table 8 shows the mean (𝐵,0..(𝑂/)5555555555555), standard deviation (𝑆𝐷(𝐵,-..(𝑂/))), minimum and 

maximum of the absolute values of 𝐵,-..(𝑂/), respectively 𝑚𝑖𝑛(|𝐵,-..(𝑂/)|) and 

𝑚𝑎𝑥(|𝐵,-..(𝑂/)|), grouped by mobile device. These results show that mobile devices MD4 

and MD5 gave better results regarding all statistics. However, both the minimum and maximum 

differences were obtained for mobile device MD2, which shows a large variability, and had 

already given low reliability in the results obtained for the geolocation. 
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Table 9 shows the variability of the orientation measured with each mobile device at each 

location in Experiment 2, expressed by the mean of the measured bearing B, the standard 

deviation and the between the analogue bearing and the mean of the measured values, computed 

with equation (6). The results also confirm that small values of the standard deviation were 

obtained, which means that the measurements were precise, but the accuracy of the 

measurements is much smaller. The 19 results obtained for |𝐵,-..| varied between a minimum 

of 1° up to a maximum of 20.6°. The value corresponding to the first quartile is 2.2°, the second 

quartile 5.4° and the third quartile 9.7°. Therefore, in one quarter of the cases the error was 

larger than almost 9.7° and the larger deviations were obtained with different mobile devices at 

different locations, but the mobile device showing better results was MD4. 

Given the variability of geolocations obtained in both experiments between repeated 

measurements at the same points (see Figures 5 to 8), the computation of the bearing with 

successive points PCentral, PForward and PCentral, PBackward of Experiment 2 may result in errors so 

large (achieving in some cases more than 40°) that they were considered to be useless for the 

purpose of obtaining the bearing defined by the obtained locations. Therefore, the detailed 

analysis of their variability is not presented here in detail. 

Table 7. 𝐵'%()*+(𝑂/), with	𝑚	 = 	1,2, is the bearing measured with the analogue compass. 

The obtained values are shown by locations UCCentral and points AiCentral (i = 1,2,3) considered 

at Experiment 1, for orientations O1 and O2.  𝐵(𝑂/)555555555 is the mean value and	𝑆𝑇𝐷[𝐵(𝑂/)] the 

standard deviation of the bearings measured with the mobile devices MDk (k = 1,…,5) digital 

compasses’, computed with the 10 measurements made at each location for each orientation. 

𝐵,-..(𝑂/) is the difference between the analogue bearing and the mean bearing obtained for 

each orientation (see equation (5)). All values are expressed in degrees. 

Point Orientation 𝑩𝑨𝒏𝒂𝒍𝒐𝒈(𝑶𝒎) Mobile device 𝑩(𝑶𝒎)555555555 𝑺𝑻𝑫[𝑩(𝑶𝒎)] 𝑩𝑫𝒊𝒇𝒇(𝑶𝒎) 
UCCentra

l 
O1 275 MD1 296.8 0.8 -21.8 

   MD2 272.7 2.1 2.3 
   MD3 281.0 1.2 -6.0 
   MD4 273.1 0.6 1.9 

   MD5 272.2 0.6 2.8 
 O2 5 MD1 357.2 0.8 7.8 
   MD2 4.9 1.9 0.1 
   MD3 352.7 1.2 12.3 
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   MD4 5.4 0.8 -0.4 
   MD5 4.4 0.7 0.6 

A1Central O1 250 MD1 241.0 0.0 9.0 
   MD2 259.7 8.1 -9.7 

   MD3 252.9 0.3 -2.9 
   MD4 255.4 1.0 -5.4 

   MD5 240.7 0.7 9.3 
 O2 340 MD1 336.1 0.7 3.9 
   MD2 344.0 2.8 -4.0 
   MD3 335.1 0.3 4.9 
   MD4 335.2 1.6 4.8 
   MD5 336.0 0.8 4.0 

A2Central O1 250 MD1 246.4 0.7 3.6 
   MD2 222.7 0.5 27.3 

   MD3 248.1 0.7 1.9 
   MD4 249.4 0.8 0.6 

   MD5 249.2 0.6 0.8 
 O2 340 MD1 332.4 0.7 7.6 
   MD2 333.4 1.1 6.6 
   MD3 325.8 0.8 14.2 
   MD4 332.9 0.6 7.1 
   MD5 333.0 0.7 7.0 

A3Central O1 250 MD1 253.0 0.9 -3.0 
   MD2 229.2 0.4 20.8 

   MD3 239.5 1.0 10.5 
 O2 340 MD1 335.5 0.5 4.5 
   MD2 336.5 2.3 3.5 
   MD3 326.6 0.7 13.4 

 

Table 8. 𝐵,0..(𝑂/)5555555555555is the mean of 𝐵,-..(𝑂/), computed for all location by mobile device 

MDk (k = 1,…,5), 𝑆𝐷(𝐵,-..(𝑂/) is the standard deviation of the same values, and 

𝑚𝑖𝑛(|𝐵,-..(𝑂/)|) and 𝑚𝑎𝑥(|𝐵,-..(𝑂/)|) are, respectively, the minimum and the maximum 

of the absolute values of 𝐵,-..(𝑂/). 

Mobile device 𝑩𝑫<𝒇𝒇(𝑶𝒎)55555555555555 𝑺𝑫(𝑩𝑫𝒊𝒇𝒇(𝑶𝒎)) 𝒎𝒊𝒏(|𝑩𝑫𝒊𝒇𝒇(𝑶𝒎)|) 𝒎𝒂𝒙(|𝑩𝑫𝒊𝒇𝒇(𝑂/)|) 
MD1 7.7 4.9 3.0 21.8 
MD2 9.3 6.8 0.1 27.3 
MD3 8.3 3.3 1.9 14.2 
MD4 3.4 2.0 0.4 7.1 
MD5 4.1 2.5 0.6 9.3 

Table 9. 𝐵'%()*+ is the bearing measured with the analogue compass. The obtained values are 

shown by locations UC and points Ai (i = 1,2,3) considered at Experiment 2.  𝐵5  is the mean 
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value and	𝑆𝑇𝐷(𝐵) the standard deviation of the bearings measured with the mobile devices 

MDk (k = 1,…,5) digital compasses’, computed with the 20 measurements made at points 

Central, Forward and Backward at each location. 𝐵,-.. is the difference between the 

analogue bearing and the mean bearing obtained at each location (see equation (6)). All values 

are expressed in degrees. 

Point Mobile device 𝑩𝑨𝒏𝒂𝒍𝒐𝒈 𝑩\ 𝑺𝑫(𝑩) |𝑩𝑫𝒊𝒇𝒇|	 
UC MD1 275 294.2 0.8 19.2 

 MD2  269.6 1.4 5.4 
 MD3  278.0 0.6 3 
 MD4  272.4 0.5 2.6 

 MD5  270.8 0.6 4.2 
A1 MD1 250 240.6 1.1 9.4 

 MD2  248.4 4.1 1.6 
 MD3  249.0 0.3 1 
 MD4  249.0 0.4 1 

 MD5  240.4 1.5 9.6 
A2 MD1 160 152.0 1.5 8 

 MD2  168.2 1.1 8.2 
 MD3  149.4 1.0 10.6 
 MD4  161.8 0.7 1.8 

 MD5  150.0 1.3 10 
A3 MD1 250 253.4 1.5 3.4 

 MD2  229.4 1.5 20.6 
 MD3  240.2 1.4 9.8 

 MD4  248.4 1.3 1.6 
 

The results regarding the measurement of angle ai (i=1,…,n), in Experiment 1, are shown in 

Table 10. The difference between the angle measured with the analogue compass and the 

repeated measurements with the digital compasses is in twelve of the eighteen cases less than 

10°. However, in two cases it exceeded 20°, achieving a maximum of almost 30° (29.6°) at 

UCCentral with mobile device MD1. These large errors were obtained again with small values of 

the standard deviation, which shows that the repeated measurements gave similar results, even 

though far from the correct ones. 

Table 11 shows the mean of 𝛼,-.. (𝛼,0..5555555), by mobile device MDk (k = 1,…,5) considering all 

locations, the standard deviation of these same values (𝑆𝐷(𝛼,-..)), and the minimum and 

maximum of the absolute values of 𝛼,-.., respectively, 𝑚𝑖𝑛(|𝛼,-..|) and 𝑚𝑎𝑥(|𝛼,-..|). Two 

mobile devices stand out as providing better results in all parameters (MD4 and MD5) and MD1 
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showed the worse results in all parameters, very far from the mobile device with the best results 

MD5. This shows how the quality of the results may vary with the mobile devices. 

Table 10. 𝛼'%()*+	is the angle measured at each location with Experiment 1. 𝛼! is the mean 

value obtained for a with the n measurements, and 𝑆𝐷(𝛼) the standard deviation. 𝛼,-.. is the 

difference between 𝛼'%()*+ and 𝛼! (see equation (6)). 

Point Mobile device 𝜶𝑨𝒏𝒂𝒍𝒐𝒈 𝜶\ 𝑺𝑫(𝜶) 𝜶𝑫𝒊𝒇𝒇 
UCCentral MD1 90 60.4 1.2 29.6 

 MD2  92.2 1.5 -2.2 
 MD3  71.7 1.6 18.3 
 MD4  92.3 0.8 -2.3 

 MD5  92.2 0.9 -2.2 
A1Central MD1 90 95.1 0.7 -5.1 

 MD2  84.3 7.9 5.7 
 MD3  82.2 0.6 7.8 
 MD4  79.8 2.3 10.2 

 MD5  95.3 1.2 -5.3 
A2Central MD1 90 86.0 0.9 4.0 

 MD2  110.7 1.2 -20.7 
 MD3  77.7 1.3 12.3 
 MD4  83.5 0.7 6.5 

 MD5  83.8 0.9 6.2 
A3Central MD1 90 82.5 0.8 7.5 

 MD2  107.3 2.5 -17.3 
 MD3  87.1 1.0 2.9 

Table 11. 𝛼,0..5555555 is the mean of 𝛼,-.., computed for all location by mobile device MDk (k = 

1,…,5), 𝑆𝐷(𝛼,-..) is the standard deviation of the same values, and 𝑚𝑖𝑛(|𝛼,-..|) and 

𝑚𝑎𝑥(|𝛼,-..|) are, respectively, the minimum and the maximum of the absolute values of 

𝛼,-... 

Mobile device 𝜶𝑫<𝒇𝒇5555555 𝑺𝑫(𝜶𝑫𝒊𝒇𝒇) 𝒎𝒊𝒏(|𝜶𝑫𝒊𝒇𝒇|)) 𝒎𝒂𝒙(|𝜶𝑫𝒊𝒇𝒇|) 
MD1 11.6 12.1 4.0 29.6 
MD2 11.5 8.9 2.2 20.7 
MD3 10.3 6.6 2.9 18.3 
MD4 6.3 4.0 0.0 10.2 
MD5 4.6 2.1 0.0 6.2 
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4. Discussion 

In this chapter we discuss the results presented in the previous chapter and point some potential 

solutions. 

4.1. Geolocation 

The errors associated with the geolocation of the mobile device will have a linear impact on the 

geolocation of any event whose location is determined relative to the mobile device location 

(see Figure 9). That is, if the event’s geolocation is computed using the intersection of two 

contributions where the geolocation of each mobile device is measured, as well as the orientation 

for the event, then, the event’s geolocation error due only to the mobile devices geolocation 

errors will generate, instead of a point, represented in Figure 9 by a flame, a circle, 

corresponding to the intersection of the circles representing the translation of the mobile devices 

geolocation errors to the event location. The resulting region is dashed in Figure 9. Therefore, 

errors of a few tens or even hundreds of meters won’t be problematic for an application aiming 

to collect data about the geolocation of fires, as these are dynamic events which may have a 

large geographical extent and can be easily spotted when in the vicinity.  

 

 
Figure 9. Influence of the mobile device’s MD1 and MD2 positioning errors over the 

geolocation of the observed event (represented by a flame) if the event’s location is computed 

with the intersection of two lines of sight and no errors in the orientation are considered. 
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4.2. Orientation 

Regarding the implications of the orientation error, these will have a much larger impact on the 

geolocation of the observed events, as the impact of the measurement error increases with the 

distance. Figure 10 illustrates the effect of an error d in the orientation as a function of the 

distance.  

Equation (8) may be used to estimate the magnitude of the displacement error Li, perpendicularly 

to the line of sight, as a function of the distance Di to the observed event and the orientation 

error d, which may be to the left or right of the orientation of interest.  

𝐿- 	= 2𝐷- sin 𝛿 (8) 

 

 
Figure 10. Orientation inaccuracy d and its potential impact Li on fire event localization 

depending on its distance Di from the observation site. 

Table 12 shows the magnitude of Li for several values of both d and Di. The results obtained 

with the tests described in this paper show that in most cases the differences in the measured 

orientation when compared to the analogue measurements were less than 10°, which for a 

distance Di of 5km corresponds to a distance Li of 1.7 km and for a distance Di of 10km to a 

distance Li of around 3.5km, which are large but may still be useful for this type of application, 

as it may enable the geolocation of a fire at an early stage and in real time with an accuracy of 

a few kilometres. However, when the orientation error d is of a few tens of degrees and the event 

is some kilometres away from the observer location, Li may reach more than 10km. The results 

also showed that orientation errors of these orders of magnitude may occur, and it is also 

possible that citizens send contributions reporting events (such as fires) that are several 
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kilometres away from their location. This shows that, even though this information may still be 

useful, orientation errors may have a considerable impact on the geolocation of the observed 

event, and therefore methodologies to minimize their impact need to be developed.  

Table 12. Impact over the location of the observed event, expressed by distance Li, as a 

function of the orientation error 𝛿 and of the distance Di. 

Angle d 
(degrees) 

Distance Di (m) 
250 500 1000 5000 10000 

1 9 17 35 175 349 
2 17 35 70 349 698 
5 44 87 174 872 1743 
10 87 174 347 1736 3473 
15 129 259 518 2588 5176 
20 171 342 684 3420 6840 
25 211 423 845 4226 8452 
30 250 500 1000 5000 10000 
35 287 574 1147 5736 11472 
40 321 643 1286 6428 12856 

 
4.3. Resilient Estimation 

A possibility to decrease the impact of the errors identified in this paper consists in 

gathering various data points corresponding to a single location/orientation measurements and 

then perform their fusion using algorithms borrowed from the area of resilient multi-agent 

algorithms that aim at removing erroneous data. If a movement can be asked from the user, the 

approximate dynamics of the human can be used in an algorithm close to the ones presented in 

[31,32]. The main idea being to consider subsets of the data points and discard those whose 

inclusion does not conform with the asked movement. If, on the other hand, no movement can 

be asked, a different technique can be employed where points are ranked based on their distance 

to the remaining data set and low-scoring measurements are discarded as was proposed in [33]. 

5. Conclusions 

The work presented in this paper shows the variability of the geolocation and magnetic 

bearing measurements when measured with five different mobile devices at four different 

locations. The results show that the quality of the geolocation data collected may be very 

different depending on the mobile devices, but the main problem appears to be the occasional 
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occurrence of outliers, which can be larger than 1km. When these are identified and removed 

from the measurements the accuracy (assessed with the mean) is in most cases less than 20m. 

Regarding the bearing measurements, the standard deviation of the repeated measurements is 

usually small (less than 1° or 2° - Tables 7, 9 and 10). However, differences relative to the true 

bearing may reach more than 20°, which shows that systematic errors may be present, possibly 

due to problems of calibration of the digital compass. These results show that to geolocate events 

based on the geolocation and bearing provided by mobile devices may enable the identification 

of a relatively large region where the event is located. Therefore, methodologies for data 

collection and processing should be used to minimize the influence of the measurement errors, 

which may include: 1) perform repeated measurements of the observer geolocation instead of 

collecting only one measurement of the position; 2) whenever possible perform also repeated 

measurements of the magnetic bearing, but more important than that is to collect the orientation 

for a landmark or towards a known direction, so that systematic errors in the measured 

orientation may be identified. 

Future work includes the testing of several protocols for data collection so that the amount 

of data collected is maximized minimizing the steps the volunteers need to perform to collect 

these data, so that they are not demotivated to use the apps. This balance is important to the 

success of any project supported by crowdsourced data, as the availability/interest of citizens to 

contribute with data needs to be balanced with the effort the volunteer is available to spend to 

provide the data. 
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